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Abstract of the contribution: This pCR proposes a new use case for KI#2 on NWDAF Support for Sample and Feature Alignment in Analytics.
[bookmark: _Hlk513714389]1	Discussion
This paper proposes a use case for KI#2: 5GC Support for Vertical Federated Learning.
2. Proposal
It is proposed to adopt the following text in TR 23.700-84.

*** Start of 1st change (all new text) ***
[bookmark: _Toc435670433][bookmark: _Toc23254037][bookmark: _Toc436124703][bookmark: _Toc510604403][bookmark: _Toc509905226][bookmark: _Toc22214904]5.1.X	Use Case #X: Support for Sample and Feature Alignment in 5GC for VFL 
It is well known in the AI/ML literature that VFL is a federated learning setting where multiple parties perform training on data sets that share the same sample space but differ in feature space. Because of this, an alignment in sample and feature spaces among participating entities is usually required before applying VFL. VFL further allows to perform joint training without exposing raw data, with each entity owning its own model but not needing the same model architectures. This is a way in which VFL differs from HFL. TS 23.288 [X] provides NWDAF specification support for HFL but no VFL support is available.
This use case proposes to support VFL in 5GC for analytics derivation by means of sample and feature alignment between the entities participating in VFL, where the main entity facilitating the VFL operation is NWDAF and other entities may be other NWDAF instances and/or AF(s). The motivation for this use case is mainly two-fold: i) in a multi-vendor scenario, HFL may not be applicable between multiple NWDAF deployments since model parameters may not be shareable among the participating NWDAF from different vendors or participating NWDAFs may not be able to access the same data features to perform HFL, and ii) VFL may allow an enhanced accuracy of the NWDAF predictions compared to HFL when samples overlap.
Some scenarios where VFL is beneficial are as follows:
-	PLMNs where multiple NWDAFs are deployed, since each NWDAF instance may perform data collection locally according to their suitable data sources. Depending on the Analytics ID however, the different NWDAF instances may share the same sample ID space (e.g. S-NSSAI) or train on different sample ID spaces (e.g. UE IDs within their corresponding Area of Interest). VFL would be beneficial on the former case. Furthermore, the NWDAF instances are not all obliged to collect the same input data for the same Analytics ID as most input data is optional, thus their feature spaces may range from full to little or no overlap. 
-	NWDAF training an ML model without obtaining raw data from an AF. An alignment of samples would still be needed between the AF and NWDAF, and feature alignment may also prove beneficial.
Depending on the range of overlap in sample and feature spaces of the participating entities, VFL may be a more suitable technique than HFL to train models at NWDAF. Hence, support for sample and feature alignment would allow the support for VFL at the 5GC to be more effective for those scenarios that are suitable. 
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